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Given a query image patch, find similar images
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ÁCollect billions of images
ÁDetermine feature vector for each image (4k dim)
ÁGiven a query Q find, nearest neighbors FAST

Hamming 
Distance

Image B Feature Vector

Image Q Feature Vector

Similarity (Q,B)

0 0 1 1 0 1 0 1 0 0 0 1 1 0 1 00 0 é

1 0 1 0 0 0 0 1 1 1 0 0 1 0 0 00 1 é
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ÁMany problems can be expressed as 
ŦƛƴŘƛƴƎ άǎƛƳƛƭŀǊέ ǎŜǘǎΥ
ÁFind near-neighbors in high-dimensionalspace

ÁExamples:
ÁPages with similar words
ÁFor duplicate detection, classification by topic

ÁCustomers who purchased similar products
ÁProducts with similar customer sets

ÁImages with similar features
ÁImage completion

ÁRecommendations and search
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ÁGiven: High dimensional data points ●ȟ●ȟȣ

ÁFor example:Image is a long vector of pixel colors

ÁAnd some distance function ▀●ȟ●

ÁǿƘƛŎƘ ǉǳŀƴǘƛŦƛŜǎ ǘƘŜ άŘƛǎǘŀƴŎŜέ ōŜǘǿŜŜƴ ● and ●

ÁGoal:Find all pairs of data points ●░ȟ●▒ that 

are within distance threshold ▀●░ȟ●▒ ▼

ÁNote: Naïve solution would take ╞╝

where ╝is the number of data points

ÁMAGIC: This can be done in ╞╝ !! How??
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ÁLSH is really a family of related techniques
ÁIn general, one throws items into buckets using 
ǎŜǾŜǊŀƭ ŘƛŦŦŜǊŜƴǘ άƘŀǎƘ ŦǳƴŎǘƛƻƴǎέ
ÁYou examine only those pairs of items that share 

a bucket for at least one of these hashings
ÁUpside:Designed correctly, only a small fraction 

of pairs are ever examined
ÁDownside:There are false negatives ςpairs of 

similar items that never even get considered
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ÁSuppose we need to find near-duplicate 
documents among ╝ million documents

ÁNaïvely, we would have to compute pairwise 
similarities for every pair of docs

Á╝╝ Ⱦ Ғ рϝмл11 comparisons

ÁAt 105 secs/day and 106 comparisons/sec, 
it would take 5 days

ÁFor ╝ ƳƛƭƭƛƻƴΣ ƛǘ ǘŀƪŜǎ ƳƻǊŜ ǘƘŀƴ ŀ ȅŜŀǊΧ

ÁSimilarly, you have a dataset of 10m images, 
quickly find the most similar to query image Q
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1. Shingling:Converts a document into a set 
representation (Boolean vector)

2. Min-Hashing:Convert large sets to short 
signatures, while preserving similarity

3. Locality-Sensitive Hashing:Focus on 
pairs of signatures likely to be from 
similar documents

Á Candidate pairs!
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Step 1:Shingling:
Convert a document into a set

Docu-
ment

The set
of strings
of length k
that appear
in the docu-
ment



Step 1:Shingling:Converts a document into a set
ÁA k-shingle(or k-gram) for a document is a 

sequence of k tokensthat appears in the doc

ÁTokens can be characters, words or something else, 
depending on the application

ÁAssume tokens = characters for examples

ÁTo compress long shingles, we can hashthem to 
(say) 4 bytes
ÁRepresent a document by the set of hash 

values of its k-shingles
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